Quantitative Trait Locus Analysis of Longitudinal Quantitative Trait Data in Complex Pedigrees
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ABSTRACT
There is currently considerable interest in genetic analysis of quantitative traits such as blood pressure and body mass index. Despite the fact that these traits change throughout life they are commonly analyzed only at a single time point. The genetic basis of such traits can be better understood by collecting and effectively analyzing longitudinal data. Analyses of these data are complicated by the need to incorporate information from complex pedigree structures and genetic markers. We propose conducting longitudinal quantitative trait locus (QTL) analyses on such data sets by using a flexible random regression estimation technique. The relationship between genetic effects at different ages is efficiently modeled using covariance functions (CFs). Using simulated data we show that the change in genetic effects over time can be well characterized using CFs and that including parameters to model the change in effect with age can provide substantial increases in power to detect QTL compared with repeated measure or univariate techniques. The asymptotic distributions of the methods used are investigated and methods for overcoming the practical difficulties in fitting CFs are discussed. The CF-based techniques should allow efficient multivariate analyses of many data sets in human and natural population genetics.

Quantitative traits such as cholesterol levels in humans, milk yield in dairy cows, and fruit size in tomatoes are known to change over time; they are inherently longitudinal in nature. A major aim of genetics is to better understand the composition of such traits. With the advent of inexpensive molecular marker technology a wide variety of quantitative trait locus (QTL) mapping techniques have been developed to allow the dissection of quantitative traits in outbred populations (e.g., Haseman and Elston 1972; Goldgar 1990; Amos 1994; Hoeschbele et al. 1997; Almasy and Blangero 1998; George et al. 2000). While these allow the extraction of information from univariate data (one trait measure per individual), techniques for QTL mapping when there are multiple trait measures are less well developed.

Existing univariate techniques can be readily applied to data measured at different stages of life but such approaches fail to capture the correlations between the components underlying traits such as cholesterol. At the other extreme, analyses are readily performed if we are prepared to assume that there is no change in the genetic composition of the trait over life [i.e., that the measures made are simply repeated realizations of exactly the same trait (Lynch and Walsh 1998)]. Neither of these approaches is satisfactory for many traits. A further alternative involves treating the individual trait measures (taken at different times) as distinct trait measures and modeling the covariance between the different traits in a multivariate analysis (e.g., Eaves et al. 1996). Such techniques, however, are difficult to apply in practice, may involve too many parameters in the model, and do not take the time element into account.

Ideally longitudinal traits would be modeled allowing for the fact that the multiple measures are ordered in time. To address this, Kirkpatrick et al. (1990) introduced covariance functions (CFs) to describe the relationship between different ages; CFs are simply continuous functions (often polynomials) that specify the covariance between two given ages. By fitting CFs with fewer parameters (e.g., a low-degree polynomial) than required to specify the full set of covariances between the different ages present in the data, the covariance structure of the data can be parsimoniously described. Using maximum-likelihood (ML)-based extensions of the Kirkpatrick et al. (1990) study, polygenic CF-based analyses of data from structured populations have been reported in recent years (Meyer 1998; Fletcher and Geyer 1999; Jaffrezic and Fletcher 2000).

In this study we extend the covariance function approach, previously applied only to polygenic effects (Meyer 1998; Kirkpatrick et al. 1990), to allow QTL mapping in a longitudinal framework. We show how the CF-based technique can be derived by extending the
previously developed univariate and (unstructured covariance) multivariate approaches. Simulations are performed to investigate the properties of the different approaches available. Comparisons are made between the powers of the univariate, repeated measures, full multivariate (with unstructured covariances), and CF-based techniques.

MATERIALS AND METHODS

Theory: Univariate model: A method for single-trait QTL mapping, building on the theory of ML estimation of (polygenic) variance components (VC) (LANGE et al. 1976; HOPPER and MATHEWS 1982), was initially proposed by GOLDSGAR (1990). Since then various extensions have been described in (AMOS 1994; ALMASY and BLANGERO 1998). For the univariate model we give only basic notation; for more details see ALMASY and BLANGERO (1998).

The univariate VC model is based on the covariance between individuals i and j (with phenotypes y_i, y_j). This can be written in terms of the coefficient of coancestry, \( \Theta_{ij} \) (LYNCH and WALSH 1998), and \( R_{ij} \), the fraction of genes shared identical-by-descent (IBD) at the QTL, \[ \rho(y_i, y_j) = R_{ij}\sigma^2_a + 2\Theta_{ij}\sigma^2_e, \]

where \( \sigma^2_a \) is the polygenic variance and \( \sigma^2_e \) is the variance attributable to the QTL. Assuming that \( R_{ij} \) can be estimated from marker data, the method can be applied to general pedigrees (ALMASY and BLANGERO 1998). Assembling the \( \Theta_{ij} \) and \( R_{ij} \) into matrices \( \Theta \) and \( R \) (i.e., \( [\Theta]_{ij} = 2\Theta_{ij} \) and \( [R]_{ij} = R_{ij} \)), the covariance matrix can then be written as

\[ \Omega = RR^T + A\sigma^2_a + I\sigma^2_e. \]

(1)

Parameter estimation is performed by assuming multivariate normality of the phenotypes and applying likelihood-based methods.

Multivariate model: The univariate variance component approach can be extended to deal with multiple-trait measures. We write the data as

\[ y = \mu + a + q + e, \]

(2)

where \( y = (y_1, \ldots, y_N )^T \), \( \mu = (\mu_1, \ldots, \mu_N )^T \) is the vector of fixed effects, \( a = (a_1, \ldots, a_N )^T \) is the vector of additive effects, \( q = (q_1, \ldots, q_N )^T \) is the vector of QTL effects, and \( e = (e_1, \ldots, e_N )^T \) is the vector of environmental effects for traits 1 to N. The phenotypic data are written with traits ordered within individuals. Let \( N = m N_t \) where \( m \) is the number of individuals. Modifications for cases in which data are missing are also possible (e.g., MRODE 1996).

For many traits there will be a correlation between the different trait measures within an individual. We can rewrite Equation 1, accounting for the covariances between relatives and between multiple-trait values as

\[ \Omega = A \otimes K_A + R \otimes K_R + I_e \otimes K_E, \]

(3)

where \( K_A \) is a \( w \times w \) matrix of additive genetic covariances between traits, \( K_R \) is a \( w \times w \) matrix of additive QTL covariances between traits, and \( K_E \) is a \( w \times w \) matrix of environmental covariances between traits. \( \otimes \) denotes the direct product of two matrices. We refer to this as the full multivariate model. When there are more than a few traits, estimation of the \( w(w + 1)/2 \) parameters in each of \( K_A, K_R, \) and \( K_E \) will become increasingly difficult and methods that model the data more parsimoniously will be required.

Repeatability model: A special case of the full multivariate model where there are multiple measurements of the same trait is often called the repeatability model. This model assumes that the polygenic and QTL correlations across multiple measurements are 1 and that their variances do not change over time. In this case the computational demands are considerably lower because a single parameter can be used to model the effect of the QTL and polygenic genetic effects. Since there may be environmental effects that are not constant over time, there are two effects fitted alongside the QTL and polygenic effects. The first of these, commonly called the permanent environmental effect, models environmental effects that are present in all of an individual’s trait measures. The variance associated with this permanent environmental term is labeled \( \sigma^2_p \). The second effect models the additional environmental effects that are not constant over time; this is the temporary environmental term, with associated variance term denoted \( \sigma^2_t \). This second term also serves as an error term for effects not modeled by the other random effects.

Phrasing the repeatability model in terms of the full multivariate model, the covariance matrices, \( K_A \) and \( K_R \), modeling the relationship between the different trait measures in Equation 3, are now \( I_e \otimes [\sigma^2_p] \) and \( I_e \otimes [\sigma^2_t] \), respectively. The matrix of environmental effects \( K_E \) is split into two under the repeatability model, with separate terms for the permanent and temporary environmental terms. The overall covariance matrix is hence

\[ \Omega = A \otimes (I_e \otimes [\sigma^2_p]) + R \otimes (I_e \otimes [\sigma^2_t]) + I_e \otimes (I_e \otimes [\sigma^2_p] + I_e \otimes [\sigma^2_t]), \]

(4)

with only four parameters to estimate.

Longitudinal analysis: Although the repeatability model assumption may be a tenable one for some traits that have multiple measures over time, in most cases it will not be reasonable. Many longitudinal traits are likely to change in composition over the life of the individual and are the main focus here. For longitudinal traits it is desirable to explicitly model the relationship between age and the genetic and environmental components of the trait. To achieve this, a multivariate analysis is performed in which the unstructured covariance structure from the full multivariate model is replaced by one that utilizes the natural ordering in time of the trait measurements. KIRKPATRICK et al. (1990) suggest a method suitable for “function-valued” (varying with time) traits. Although in practice the trait may be observed only at a finite number of time points \( t \), giving \( w(w + 1)/2 \) distinct (co)variances in a \( w \times w \) covariance matrix, \( G \), it is useful to consider a continuous function, linking the different covariance values. This continuous function, referred to as CF, is denoted \( \mathcal{F} \). For ages \( t_0 \) and \( t_1 \) the CF is

\[ \mathcal{F}(t_0, t_1) = \text{cov}(y_{t_0}, y_{t_1}), \]

where \( y_{t_0} \) and \( y_{t_1} \) denote the trait values at times \( t_0 \) and \( t_1 \). Separate CFs are fitted for the QTL effect, the polygenic effect, and the permanent environmental effect, with the effects assumed to be independent of each other. The overall phenotypic CF is given by summing the component CFs.

To estimate CFs from the available data, polynomials of age can be used. While a degree \( w - 1 \) polynomial will fit the \( w \)-trait data exactly by fitting a curve through all the points, in reality a smoother curve that ignores stochastic variation (around the true curve) is required. In practice, orthogonal polynomials...
are used because they behave well numerically. Legendre orthogonal polynomials are used here. Such polynomials are defined on \((-1, 1)\) and hence the age values of interest are scaled to have maximum value 1 and minimum value \(-1\). An expression for the CF of interest, \(I\), can be written in terms of the polynomials chosen, \(\phi_i(x)\), and a matrix of coefficients, \(C\),

\[
I(t_0, t_1) = \sum_{j=0}^{k} \sum_{j=0}^{k} (C)_{ij} \phi_i(t_0) \phi_j(t_1),
\]

where \(k\) is the degree of the polynomial chosen and \(t_0\) and \(t_1\) are the scaled ages.

Kirkpatrick et al. (1990) propose a method whereby one can estimate the matrix of coefficients, \(C\), using least squares. Unfortunately this approach proves difficult to apply in practice and we consider instead likelihood-based analysis.

**Estimation of the coefficient matrix in a general pedigree using random regression:** A random regression (RR) model is one that includes a polynomial for both fixed and random effects (Jamrozik et al. 1997; Meyer 1998; Jaffrezic and Pletcher 2000). RR is useful because the covariance between polynomials of age in a RR can be related to the covariance function coefficients of interest. The random regression model that allows this is

\[
y_{ij} = \mu + \sum_{m=0}^{k_a} a_m \phi_m(t_j) + \sum_{m=0}^{k_p} p_m \phi_m(t_j) + \sum_{m=0}^{k_q} q_m \phi_m(t_j) + e_{ij},
\]

where \(k_a, k_p, \text{ and } k_q\) denote the degree of the polynomial for the additive genetic, permanent environmental, and QTL random effects, respectively. \(t_j\) is the time at which the measure \(y_{ij}\) is taken. Each individual has \(w_i\) measures, and it is possible that \(w_i \neq 0\) for some individuals. The covariance structure of such a model is

\[
\text{Cov}(y_{ij}, y_{ij'}) = \sum_{m=0}^{k_a} \sum_{l=0}^{k_a} \text{Cov}(a_m, a_l) \phi_m(t_j) \phi_l(t_{j'}) + \sum_{m=0}^{k_p} \sum_{l=0}^{k_p} \text{Cov}(p_m, p_l) \phi_m(t_j) \phi_l(t_{j'}) + \sum_{m=0}^{k_q} \sum_{l=0}^{k_q} \text{Cov}(q_m, q_l) \phi_m(t_j) \phi_l(t_{j'}) + \text{Cov}(e_{ij}, e_{ij'}),
\]

where \(y^R = (y_{11}, \ldots, y_{1w_i}, y_{21}, \ldots, y_{2w_i}, \ldots, y_{nw_i})^T\) are the phenotypes, \(\mu^R = (\mu_1, \mu_2, \ldots, \mu_{w_i})^T\) is the vector of fixed effects, \(a^R = (a_{01}, \ldots, a_{0w_i}, \ldots, a_{w_i})^T\) is the \((k_a + 1) \times n\) vector of polygenic random regression coefficients, \(p^R = (p_{01}, \ldots, p_{0w_i}, \ldots, p_{w_i})^T\) is the \((k_p + 1) \times n\) vector of permanent environmental random regression coefficients, and \(e^R\) is the \((k_q + 1) \times n\) vector of polygenic random regression coefficients. The correlation structure or equivalently, a repeatability model with heterogeneity of variance. Each of the covariance terms (7), (8), and (9) can now be seen to be of the same form as Equation 5. If these covariance terms can be estimated in a random regression, the covariance matrix for each of the additive genetic, permanent environment, and QTL effects is then given by the equation \(G = \Phi \Phi^T\), where \([\Phi]_{ij} = \phi_i(t_j)\) (numbering the matrix indexes 0 to \(k\)).

To fit the RR model the full multivariate model is reparameterized. In this reparameterization the set of trait measures is replaced with a degree \(k\) polynomial for each effect of interest (permanent environment, polygenic, or QTL). The full multivariate model is then fitted with these polynomial coefficients regarded as correlated traits (Meyer 1998). To do this, we begin by writing Equation 6 in matrix notation,

\[
y^R = \mu^R + Z_a a^R + Z_p p^R + Z_q q^R + Z_e e^R,
\]

where \(\sigma_z^2\) is the temporary environmental variance term. Estimation is performed by assuming multivariate normality of the phenotypes and applying likelihood-based methods. However, now has \((k_a + 1) \times 2\) entries for the polygenic effect and equivalent terms for the QTL and permanent environmental effects. That note that when the number of time points minus 1 equals the degree of the polynomial fitted for a RR, the number of parameters is the same for RR as for the full multivariate case; this means a separate error term \(\sigma^2_{e}\) is no longer required.

**Simulation:** To assess the properties of the models described for longitudinal data analysis, computer simulations were performed. The main interest was in QTL detection and characterization in samples of sizes realistically attainable in human and natural population genetic studies. In all simulations 150 four-sib nuclear families (900 individuals) were simulated. All individuals were given phenotypes at five evenly spaced time points. To mimic a dense marker map all individuals were typed for a highly polymorphic (20-allele) marker, completely linked to the simulated QTL. All phenotype values were generated as the sum of a permanent environmental effect, a temporary environmental effect, and a QTL effect. All effects were drawn as random effects from normal distributions with appropriate variances.

**Models of QTL effect:** Three models of QTL effect over time were considered. These increase in complexity from model A to model C. First, the QTL was modeled under a repeatability model with the same QTL effect (same variance) across the five time points (simulation model A). One thousand replicates in which the QTL variance was 0.2, the permanent environmental variance was 0.5, and the temporary environmental variance was 0.5 were considered (summarized in Table 1).

Second, the QTL was modeled to increase its effect linearly over time but the QTL effects were constrained to be completely correlated over time (simulation model B). That is, there is a change in QTL variance but a “flat” correlation structure or equivalently, a repeatability model with heterogeneity of variance. Three sets of variance values, B1, B2, and B3, were considered (see Table 1). Two hundred replicates were used.

Third, the QTL was modeled to change in effect (change in variance) over time and to have QTL correlations of <1 between time points (simulation model C). The correlation
structure is hence “sloping.” The specified QTL correlation matrix was

\[
\begin{pmatrix}
1 & 0.9 & 0.8 & 0.7 & 0.6 \\
0.9 & 1 & 0.9 & 0.8 & 0.7 \\
0.8 & 0.9 & 1 & 0.9 & 0.8 \\
0.7 & 0.8 & 0.9 & 1 & 0.9 \\
0.6 & 0.7 & 0.8 & 0.9 & 1
\end{pmatrix}
\]

This is perhaps a more realistic model of the change in genetic (QTL) effect over time than one that constrains the correlation to remain at 1. Since this represents a deviation from the assumptions of the repeatability model, any model that allows the correlations to be <1 (such as a first- or higher-degree RR) will give a better fit than the repeatability model, even when the genetic variance does not change over time. Simulation C was repeated twice (denoted C1 and C2), once with a linear increase in QTL variance and once with a logarithmic increase (see Figure 3, triangles); the parameters used are in Table 1. Two hundred replicates were generated. Note that the simulated covariance function was not generated from a polynomial. Although the true shape of the covariance function will not be known in practice, it is highly unlikely to look exactly like that generated from a polynomial.

### Analysis methods applied

Univariate, repeatability (Re), RR, and full multivariate models were used to analyze the data simulated under the simulation models described above. Note that although no polygenic effects were simulated a single term for a polygenic effect was fitted in all analysis methods. Re and first-degree RRs are applied to data from simulation model A. This allowed an empirical evaluation of the adequacy of the asymptotic approximations (to \(\chi^2_1\), \(\chi^2_2\), \(\chi^2_3\), \(\chi^2_4\), see below) for the case where a first-degree RR is compared with the Re method. The agreement between the asymptotic distribution and the calculated statistics (see below for details of statistics used and hypothesis testing) was assessed graphically.

The data from simulation model B were used to evaluate the performance of the univariate, Re, and RR methods. The tests of interest with these data are the test for the significance of the slope term (power to detect change in QTL variance) and the test for the overall significance of the QTL effect (power to detect QTL). For the test of the slope term a first-degree RR is compared with a Re model. In the case of the test for overall QTL effect, a first-degree RR was evaluated alongside a Re model with only the intercept fitted. This model can be tested in two ways. First, the significance of the linear term \(q_0\) in the RR can be tested with the covariance between the linear and the constant term \(q_0\) constrained to be zero. In this case

### Table 1

<table>
<thead>
<tr>
<th>Simulation</th>
<th>(\sigma^2_{\text{time1}})</th>
<th>(\sigma^2_{\text{time5}})</th>
<th>(\sigma^2_{\text{perm.env}})</th>
<th>(\sigma^2_{\text{temp.env}})</th>
<th>QTL correlation</th>
<th>Change in QTL variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.2</td>
<td>0.2</td>
<td>0.5</td>
<td>0.5</td>
<td>1</td>
<td>No change</td>
</tr>
<tr>
<td>B1</td>
<td>0.2</td>
<td>0.33</td>
<td>0.5</td>
<td>0.5</td>
<td>1</td>
<td>Linear</td>
</tr>
<tr>
<td>B2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>1</td>
<td>Linear</td>
</tr>
<tr>
<td>B3</td>
<td>0.2</td>
<td>0.33</td>
<td>0.75</td>
<td>0.25</td>
<td>1</td>
<td>Linear</td>
</tr>
<tr>
<td>C1</td>
<td>0.2</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>See matrix in text</td>
<td>Linear</td>
</tr>
<tr>
<td>C2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>See matrix in text</td>
<td>Logarithmic</td>
</tr>
</tbody>
</table>

Perm env, permanent environment; temp env, temporary environment.
twice the log-likelihood difference $[2 \ln(\text{LR})$, statistic $S_{\text{rep1}}$ (statistic for deviations from repeatability model), see Table 2$]$ between the RR and the Re model is expected to be distributed as $\chi^2_{k-2}$. This follows because under the null hypothesis the additional variance term is on the boundary of the parameter space. Second, if both the variance and the covariance terms are fitted in the RR (subject to the constraint that the coefficient matrix remains positive definite), the $2 \ln(\text{LR})$ test statistic ($S_{\text{rep2}}$) for the RR vs. the Re model is a 50:50 mixture of $\chi^2_k$ and a point mass at zero ($\chi^2_0$). Note that this test statistic (with the covariance unconstrained) is not a mixture of $\chi^2_k$ and $\chi^2_0$ (as suggested in STRAM and LEE 1994 and MEYER 1998). This is because when the variance term associated with the $q_0$ term is zero the covariance between the $q_0$ and $q_1$ terms must also be zero, resulting in a point mass at zero ($\chi^2_0$) not at $\chi^2_k$.

Tests of higher-degree RR terms can be constructed analogously to those for the linear RR terms. For the test of the full-degree $k + 1$ RR (i.e., all elements of the CF estimated) vs. the degree $k$ model (statistic $S_k$), $2 \ln(\text{LR})$ was compared with a $\chi^2_{k+1}$ distribution. An alternative test uses the degree $k + 1$ RR with the correlations between the $(k + 1)$th diagonal term of the CF and the first $k$ RR coefficients constrained to zero (analogous to $S_{\text{rep1}}$ above, with the correlations between the first $k$ coefficients left unconstrained). The $2 \ln(\text{LR})$ statistic comparing this constrained fit to the degree $k$ RR [statistic $S_{\text{rep}(k)}$] has a $\chi^2_{k}$ distribution. The coefficient matrix as a whole was constrained to be positive definite. In simulation C the best-fitting model was selected by increasing the degree of the RR until the addition terms were found to not significantly increase the likelihood. The higher-degree RR was deemed significantly better if the $P$-value for the higher-degree model was $< 0.01$.

Also of interest are tests of the overall significance of the QTL terms in a RR model. The main test of interest here is the first-degree RR-based test of QTL (with constant and slope terms, together with their covariance) vs. no QTL [all three (co)variances set to zero]. The $2 \ln(\text{LR})$ statistic for this test (statistic $S_{\text{RR1}}$) is assumed to be distributed asymptotically $\chi^2_{k'}$, $\chi^2_{k'}$, $\chi^2_{k'}$ (this follows because there are two variance terms and these are on the boundary of the parameter space under the null). When performing the likelihood-ratio test, one-quarter of the time both of the variances are estimated to be positive (and their covariance can be nonzero), one-half of the time one of the variances is at zero [together with the covariance, $\text{cov}(q_0, q_1)$, from Equation 9], and one-quarter of the time all three (co)variances are at zero. In simulation B the power of $S_{\text{RR1}}, S_{\text{rep}}, S_{\text{uni}}$, and $S_{\text{uni}(b)}$ to detect the simulated QTL was assessed at three significance levels: 0.001, 0.0001 [asymptotically equivalent to a univariate base 10 logarithm of odds (LOD) of 3], and 0.00001. For reference, the statistic calculated in simulations A and B are given in Table 2.

The RR-fitting procedure models the random deviations from a fixed curve for each regression coefficient. To ensure valid LR tests comparing different polynomial degrees for the RR this same set of fixed effects (i.e., $f_0 + f_1t + f_2t^2 + f_3t^3 + f_4t^4$) was used for all fitted models. If the fixed effects are changed with the degree of the RR, the LR test is not valid. For the simulated data, no systematic change over time was simulated so while a constant ($f_0$) and age-dependent ($f_i$ $i = 1, \ldots, 4$) fixed curve terms were fitted in the RR analyses, they were expected to yield estimates that are close to 0. For real data, suitable fixed effects (e.g., a polynomial of age with degree equal to or greater than the highest-degree random term) should be fitted to the data to ensure that the random regression coefficients model deviations from the population trajectory.

### RESULTS

**Simulation A:** The agreement between the expected asymptotic and simulation-based empirical distributions when fitting the RR model to data simulated to fit the repeatability model (no change in variance over time and correlation between effects at different ages equal to one) was excellent. The two statistics of interest, $S_{\text{rep1}}$ and $S_{\text{rep2}}$, are expected to follow $\chi^2_{k}$ and $\chi^2_{k-2}$ distributions, respectively. They are shown in Figure 1. For comparison the $\chi^2_{k}$ distribution is shown; this shows that neither $S_{\text{rep1}}$ nor $S_{\text{rep2}}$ converges to this mixture (as suggested in STRAM and LEE 1994 and MEYER 1998). Note that although the covariance is not constrained to 0 in $S_{\text{rep2}}$ the overall coefficient matrix (C) is constrained to be positive definite.

**Simulation B:** Deviations from repeatability model: The power in each case is given in Table 3. $S_{\text{rep2}}$ was more powerful than $S_{\text{rep1}}$ at detecting deviations from the repeatability model. Reducing the relative amount of environmental variance (ratio of permanent to environmental variance was 75:25 instead of 50:50) resulted in the change in genetic variance over time being easier to detect.

**Power to detect QTL:** RR, Re, and univariate models: The power to detect a simulated QTL was determined using three statistics, $S_{\text{uni}}, S_{\text{rep}}$, and $S_{\text{RR1}}$. The power (proportion of 200 replicates, expressed as a percentage) at different significance levels for variance sets B1, B2, and B3 is given in Tables 4, 5, and 6, respectively.
Looking at the results from $S_{rep}$ in Tables 4 and 6 we see that much of the power in the repeatability analysis lies in the reduction in temporary environmental noise as a result of averaging over a number of measures; when the temporary environmental effects are small the repeatability analysis has little power to detect QTL. In contrast, the model allowing for a change in QTL effect ($S_{RR1}$) gains power when the temporary environmental noise is reduced. This is because the change in genetic variance over time can be more readily detected, increasing the power to detect the QTL when a parameter modeling the change in QTL effect over time is fitted. Note also that a modest increase in the genetic variance at age five (compare the results when QTL variance is 0.33 with when it is 0.4, see Tables 4 and 5) has a relatively large effect upon the power when $S_{RR1}$ is used; the power to detect the QTL with a LOD of 3 (asymptotic significance level $10^{-5}$) rises from 43 to 78%.

Since the five trait values at the five time points have correlation $r$ but $r^2$, the uncorrected $S_{uni}$ is anticonservative while the $S_{uni(b)}$ is too conservative. Assuming that the true power value at the specified significance levels can be obtained by taking a power estimate between $S_{uni}$ and $S_{uni(b)}$ we see that the repeatability and univariate methods have similar power.

### Simulation B1: power to detect QTL

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Significance level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>$S_{rep}$ (Re QTL vs. no QTL)</td>
<td>54</td>
</tr>
<tr>
<td>$S_{uni}$ (univariate QTL vs. no QTL)</td>
<td>61</td>
</tr>
<tr>
<td>$S_{uni(b)}$ (Bonferroni-corrected $S_{uni}$)</td>
<td>38</td>
</tr>
<tr>
<td>$S_{RR1}$ (linear RR QTL vs. no QTL)</td>
<td>64</td>
</tr>
</tbody>
</table>

Data are simulated under simulation model B with QTL variance 0.2 (age 1) to 0.33 (age 5) (0.5 permanent environmental variance, 0.5 temporary environmental variance).

### Simulation C1: The procedure outlined above was used to determine the best-fitting model for the data. Seventy-nine percent of replicates rejected, at the 1% significance level, the no-QTL model when the Re model was fitted. However, in all cases (200 replicates) the Re model was rejected in favor of the first-degree RR model (All $P$-values < $10^{-5}$ for $S_{rep1}$ and $S_{rep2}$). This was unsurprising since the data were simulated so that the QTL variance changed over time and the genetic (QTL) correlations were $r$. Sixty-four percent of replicates rejected the linear RR in favor of the quadratic RR when $S_k$ was used to compare the two models. When $S_k$ was used only 23% of replicates provided evidence for the quadratic model. Using $S_k(c)$ for the test for a cubic RR compared with the quadratic fit (for replicates where the quadratic coefficient was significant) resulted in none of the replicates indicating that the cubic fit was better. Assessing the higher-degree models (unconstrained cubic model and quartic model) proved difficult computationally, with many replicates failing to converge to a likelihood maximum. In the cubic case, roughly one-third of replicates failed to converge (using a maximum of 100 iterations in ASREML) when the unconstrained cubic model ($i.e., S_k$ was calculated) was fitted. Taking the likelihoods as calculated ($i.e., one-third of them are underestimates of the true likelihood maximum, biasing the test statistic for the significance of the cubic term downward), 7% of replicates rejected the quadratic model in favor of the cubic model. Only in 35% of

### Simulation B2: power to detect QTL

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Significance level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>$S_{rep}$ (Re QTL vs. no QTL)</td>
<td>67</td>
</tr>
<tr>
<td>$S_{uni}$ (univariate QTL vs. no QTL)</td>
<td>75</td>
</tr>
<tr>
<td>$S_{uni(b)}$ (Bonferroni-corrected $S_{uni}$)</td>
<td>53</td>
</tr>
<tr>
<td>$S_{RR1}$ (linear RR QTL vs. no QTL)</td>
<td>85</td>
</tr>
</tbody>
</table>

Data are simulated under simulation model B with QTL variance 0.2 (age 1) to 0.4 (age 5) (0.5 permanent environmental variance, 0.5 temporary environmental variance).
cases could the full multivariate model be maximized. These results are summarized in Table 7.

For a few of the replicates all models could be maximized and a graphic representation of the results of one replicate is given in Figure 2. The variance terms from the QTL RR are expressed as a proportion of the total variance (i.e., QTL heritability). For comparison, the univariate and repeatability model results are superimposed on the same graph. This shows that the repeatability model is a poor fit to the simulated model and that the univariate results, while following the simulated model to some degree, are rather noisy. All of the polynomial-based RRs follow the simulated model well; the first-degree model offers an excellent fit with only two extra parameters fitted compared with the repeatability model. The fourth-degree polynomial follows the univariate results more closely but in this case such variations from the simulated model are simply random variation.

It is instructive to compare the results from simulations B and C. In simulation B2, when \( \sigma_{\text{time1}}^2 = 0.2 \), \( \sigma_{\text{time5}}^2 = 0.4 \), \( S_{\text{rep1}} \) rejected the repeatability model in 12% of cases (significance level 1%). In comparison, when the data were simulated in simulation C1 with the same parameters apart from a change in the correlation structure, 100% of replicates rejected the repeatability model (significance level 1%, although in fact all rejected it at significance level 0.001%). The univariate results for simulation C1 were similar (data not shown) to those obtained for the repeatability analysis (which is equivalent to an “average across all measures” univariate analysis when there is regular age spacing) and were hence substantially less powerful than those obtained from the RR model.

Simulation C2: In simulation C2 71% of replicates rejected (significance level 1%) the no-QTL model when the Re model was fitted. In all cases (200 replicates) the Re model was rejected in favor of the first-degree RR model (all p-values < 10^-6 for \( S_{\text{rep1}} \) and \( S_{\text{rep2}} \)). Eighty-four percent of replicates rejected the linear RR in favor of the quadratic RR when \( S_k \) was used to compare the two models. When the \( S_{(c)} \) was used 89% of replicates provided evidence for the quadratic model. Note that although the likelihood ratio of \( S_{(c)} \) is lower than that of \( S_k \), since the null distributions differ \( S_{(c)} \) can sometimes give smaller p-values. Using \( S_{(c)} \) for the test for a cubic RR compared with the quadratic fit resulted in 4% of the replicates indicating that the cubic fit was better. This may be a slight underestimate as 5% of the replicates failed to converge to a likelihood maximum. Using the unconstrained cubic model in the test resulted in 17% of replicates rejecting the quadratic model although almost a third failed to converge fully. The quartic and full multivariate models could not be reliably fitted to these data. These results are summarized in Table 8. Although simulation C2 showed that polynomial-based CFs worked well with the simulated logarithmic increase in QTL variance with age, non-monotonic changes in QTL variance with age were not considered here (e.g., an increase in genetic effect at earlier ages, followed by a decline in later life).

The results of one replicate are given in Figure 3. The values specified in the simulation model are superimposed on the graph. As expected, when the change in QTL variance is nonlinear the second- and higher-degree RRs have more utility than the first-degree model. Nonetheless, even the first-degree RR is substantially better than the repeatability model. Once again the univariate results are rather noisy; univariate methods
do not utilize the natural ordering in time of the genetic effects with adjacent measures often yielding very different estimates of QTL heritability.

**DISCUSSION**

This article has described methods suitable for QTL analysis in complex pedigrees of data sets with longitudinal trait measures. The multivariate techniques required to effectively analyze such data are more involved than those for single-trait measures. This, together with the relative paucity of suitable data, goes some way toward explaining the lack of research in this area. Longitudinal traits are often not well described by single, cross-sectional, phenotypic measures but, as has been described, the conceptually simple full multivariate model requires the estimation of large numbers of parameters when there are more than a few time points. Since the data sets commonly available for genetic studies in human or natural populations are small, the full multivariate approach has somewhat limited application. Some longitudinal traits will be relatively highly correlated across multiple measures of the same trait compared with nonlongitudinal multivariate measures (e.g., multivariate analysis of height and weight, say). The simulations performed here showed that when traits are highly correlated the estimation of large numbers of parameters is difficult. The covariance function-based approach may have considerably more utility than the full multivariate model as it can reduce the number of parameters in the model. Fitting a polynomial with degree plus one equal to the number of age points in the data is equivalent to a full multivariate model. Fitting lower-degree polynomials smoothes the estimated covariance function, removing individual deviations that are likely to be due to stochastic variation.

The covariance function approach will be particularly useful when the data are measured at a large number of ages, perhaps with irregular gaps between measures; this is because the approach fits a polynomial through the set of ages available for each individual. Furthermore, individuals measured only for a few ages can still contribute to the analysis by providing information on the coefficients of the lower-degree polynomials (information available on constant and linear terms when there are two age measures and so on). Once the covariance function has been estimated for a given data set, predictions of future observations can be made using best linear unbiased prediction (e.g., LYNCH and WALSH 1998; MRODE 1996). For example, predictions could be made about the trait value of an individual at age 60 given their measurements until age 40 or about the trait value at a particular age for children given the measures taken on their parents.

In simulation B it was shown that when there was a moderate increase in QTL variance over time fitting a first degree RR increased the power to detect the QTL. This increase in power came solely from the RR modeling the change in QTL variance. The increased efficiency of the RR in modeling any decreases in the genetic correlation between trait measures <1 was ignored by simulating data with no decline in genetic correlation with time. The increase in power was particularly large when the ratio of permanent to temporary environment was high (i.e., when most of the environmental “noise” affects all of an individual’s trait measures).

At Genetic Analysis Workshop 13 (GAW13) (ALMASY et al. 2003) reference is made to genes that change their variance over time as slope genes (GAUDERMAN et al. 2003; GEE et al. 2003; RAO et al. 2003; YANG et al. 2003). The data generated under simulation model B allow a direct test for these slope genes. QTL effects, however, may not be completely correlated across ages and a more realistic simulation model (i.e., simulation model C) will allow the correlations between QTL effects at different ages to decrease.

It is not possible to know what form real-life genetic CFs take. It was assumed in simulation C that the decline in correlation followed a steady decrease with increasing time separation (i.e., we intentionally did not simulate data under the polynomial-based analysis method used

---

**TABLE 8**

Simulation C2 [QTL variance 0.2 (age 1) to 0.4 (age 5)]; best-fitting model (%)

<table>
<thead>
<tr>
<th>Model</th>
<th>$S_k$</th>
<th>$S_{(c)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Repeatability</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Linear RR</td>
<td>16</td>
<td>11</td>
</tr>
<tr>
<td>Quadratic RR</td>
<td>67</td>
<td>85</td>
</tr>
<tr>
<td>Cubic RR</td>
<td>17(^a)</td>
<td>4(^b)</td>
</tr>
</tbody>
</table>

\(^a\) Almost one-third of replicates failed to converge so this may be an underestimate.

\(^b\) Five percent of replicates failed to converge so this may be a slight underestimate.

**Figure 3.** Sample results, Simulation C2.
for the CF-based analyses; polynomials do not generate correlation structures of the “banded” type used in simulation C). The correlation was assumed to remain relatively high over the range of ages of interest. This seems likely to be true for QTL effects (whose constituent element is one or more closely linked genes) but may be less likely to hold for polygenic effects (whose constituent elements are more heterogeneous and will change over life). The shape of possible CFs for polygenic effects has been considered by Jaffrezic and Fletcher (2000); the models considered ranged from one in which the correlation structure remained high across ages to another in which the correlation became negative at widely separated ages. They concluded that polynomial-based CFs were most effective when the correlation remained high over widely separated ages (Jaffrezic and Fletcher 2000).

The model selection (choice of polynomial fit) in simulation C was based on differences in likelihood. To ensure parsimony and robustness, we advise utilization of low-degree polynomials. Although high-degree polynomials may provide a good fit to the data, if the method is to be used for QTL detection then the benefits of improved fit may be outweighed by the increase in the degrees of freedom. It is also important to note that with most realistic sample sizes it is not possible to fit high-degree polynomials and the problem of model selection may be of little practical consequence. For genome scanning we recommend application of the Re model (zero-degree RR), the first-degree RR model, and, where data permit (large sample size), the second-degree RR model. The testing of multiple polynomial fits increases the computational load and also the number of tests done. Note that the requirement for multiple tests in QTL analysis is not new here; many QTL mapping methods for line crosses apply multiple models at each location across the genome (e.g., additive model and additive plus dominance model). If computational time is a limiting factor, scanning could be performed with moderate intermarker spacing with first-degree polynomials with regions achieving nominal significance ($P < 0.05$) followed up by spacing at 1-cM intervals with second-degree polynomials (or a higher degree if sufficient data are available). When we applied the RR methodology to a real data set [the Framingham Heart Study data set from GAW13 (Almasy et al. 2003)] we were not able to fit a second-degree RR (first-degree RRs were fine) to every position across the chromosomes we examined (Macgregor et al. 2003). For simplicity we used two-generation families (parents and offspring had phenotypes and genotypes) with a single linked marker in our simulations. An illustration of the application of the RR methodology to three-generation extended families and genome scan data are given in our GAW13 article (Macgregor et al. 2003). Note that since the IBD computation and phenotype modeling steps are separate in our analysis the practical application of our method is identical for single-marker or multiple-marker (multipoint) data.

Although fitting a model that estimates the full set of (co)variances in the data [there are $w(w + 1)/2$ to estimate when there are $w$ trait measures] can capture the change in QTL variance over time, such methods are inefficient in most cases and are difficult to apply in practice. One of the primary aims of this article was to investigate how much information can be extracted from longitudinal data in realistic scenarios. The work here and other work on human data sets (De Andrade et al. 2002; De Andrade and Olszewski 2003) indicate that approaches that do not simplify the covariance structure are unworkable in practice (the relatively small data sets do not support the estimation of large numbers of parameters). In an application of the full multivariate model to trivariate human genetic data (De Andrade et al. 2002; De Andrade and Olszewski 2003) the six parameters (three variances, three covariances) could not be estimated simultaneously for all of the random effects. When the situation was approximated by three bivariate analyses, parameter estimation was possible. Given that the trivariate data in these articles (De Andrade et al. 2002; De Andrade and Olszewski 2003) support the estimation of only three parameters it would probably be better to fit a first-degree RR to the full set of three traits than to fit three separate full multivariate analyses to three different subsets of the data.

In the simulations presented some simplifying assumptions were used. No fixed effects were simulated and the permanent environmental effects were assumed to be constant over time. No polygenic effects were simulated (but note that a single polygenic effect was estimated in all analysis methods). These simplifications were used to allow meaningful comparison between the methods used. The inclusion of time varying polygenic and fixed effects would increase the observed difference between the RR and the other analysis methods; one of our primary aims was assessing the effects of modeling just the QTL effect more efficiently. The simulations also ignore one of the benefits of the RR procedure (compared with full multivariate and repeatability analyses), namely the ability of the RR method to analyze data with phenotypes measured at different ages in different individuals. In the simulations all individuals were assumed to be measured at all five ages. In reality human data sets will often feature individuals measured at a large variety of different ages; a full multivariate analysis will usually require individuals at proximal ages to be grouped together, discarding information. Twenty alleles were simulated at the linked marker to approximate the situation where there is abundant marker information (through the use of either a 5-cM microsatellite marker map or the increasingly common dense SNP marker maps). The resultant polymorphism information content will generally be in the range 0.9–1.
To allow comparison between the different methods, asymptotic results were utilized. In the case where the first-degree RR was compared with the Re model, the asymptotic result was validated by simulation (Figure 1). For the test of first-degree RR QTL vs. no QTL the asymptotic result used (\( \chi^2_1, \chi^2_2, \chi^2_3 \)) is the same as that used in a bivariate VC analysis by Amos et al. (2001); we note that there is disagreement in the literature on this matter, with the described asymptotic distribution from Wang (2003) appearing to disagree with the distribution described by Amos et al. (2001). We performed simulations under a no-QTL model (with constant polygenic heritability of 0.20) and found results consistent with those described in Amos et al. (2001) (data not shown). We also note that it is important to simulate either a polygenic or a QTL effect (or both) to evaluate the null distribution; in the univariate case the null distribution when neither effect is simulated appears to be \( \chi^2_1, \chi^2_2, \chi^2_3 \) (cf. the usual \( \chi^2_1, \chi^2_2, \chi^2_3 \) in the univariate QTL test) when a QTL plus polygenic model is compared with a polygenic model. If the distribution of the traits is not multivariate normal the asymptotic distribution may not be appropriate (incorrect type I error). In such cases gene-dropping simulations can be used to evaluate an empirical null distribution for the test of the overall significance of a QTL. Such simulations use the data structure from the actual data and generate replicates with a marker unlinked to the QTL. Although this approach requires a relatively large number of replicates for small \( P \) values this procedure needs to be done only once per genome scan and can typically be completed in <1 day with current computing power. Instead of simply comparing the observed test statistic with the relevant percentile of the empirical distribution, the number of replicates required can be reduced either by fitting a parametric distribution to the empirical distribution (Dudbridge and Koeleman 2004) or by performing a regression of the empirical distribution on the expected asymptotic distribution. This latter approach allows the rescaling of the results so that the asymptotic distribution is valid and is implemented in the program SOLAR for univariate analysis (Almasy and Blangero 1998).

Genomewide significance can be dealt with when using the methods we describe here. For human data the \( P \)-value required for genomewide significance is generally assumed to be in the range 0.0001–0.00005 (Lander and Kruglyak 1995). Suggestive significance requires \( P \) values <0.002. Since a number of models may be fitted per genomic location we recommend using slightly more stringent thresholds than those given in Lander and Kruglyak (1995); thresholds twofold lower than the Lander and Kruglyak levels would seem reasonable (given that no more than a few models will be utilized and they are unlikely to be uncorrelated). The \( P \)-value obtained from either the asymptotic results or gene-dropping simulations (see above) can be compared with the threshold values and significance (suggestive, genomewide) declared accordingly. For other species the relevant thresholds can be determined by taking into account the species’ genome length.

One disadvantage of the RR techniques is that the method specifies the correlation structure and change in variance (over time) together. A low-degree polynomial may be adequate to model the change in variance over time but inadequate for approximating the covariance structure or vice versa. Alternative models that fit separate functions for the change in variance and the change in correlation or covariance have been proposed for polygenic effects (character process models, e.g., Fletcher and Geyer 1999; Diego et al. 2003).

Alternative techniques for longitudinal QTL mapping in structured populations have been developed recently (Ma et al. 2002; Wu et al. 2004a). Such mapping techniques assume that the QTL is a fixed effect with a specified number of alleles and this allows for sophisticated modeling of the change in QTL effect over time (Ma et al. 2002; Wu et al. 2004a). The application of such fixed-effect models has led to a greater understanding of the genetic architecture of growth in organisms such as mice and forest trees (Wu et al. 2004a,b). In contrast to this, the methodology described here is based upon random-effects modeling, where we assume that the distribution of QTL effects is normal. This allows us to circumvent the estimation of QTL allele frequencies and facilitates ready application of our method to arbitrary pedigrees. Given the matrix of QTL-specific IBD probabilities [estimated from the marker data (Almasy and Blangero 1998; George et al. 2000)] our method can be applied without modification to a wide variety of family structures. Further discussion of the differences between fixed- and random-effect QTL models is given in George et al. (2000).

A number of other methods for allowing analyses of multivariate data have been proposed. In most cases these are for distinct multiple traits (height, weight, etc.) rather than for longitudinal ones (height at age 20, at age 30, . . .). The simplest approach involves performing separate univariate analyses for each trait. This approach does not take advantage of the potential power gains inherent in the multivariate structure of the data. Furthermore, it is unclear how to keep the significance level at the desired level when there are multiple tests. A Bonferroni correction can be readily applied but this is almost certain to be overly conservative. The simulations performed here showed that univariate methods offered similar power to repeated measures methods and were often hence substantially less powerful than RR-based approaches. The next simplest alternative is to transform the multiple-trait values into a single summary or composite measure, thus allowing a single univariate analysis method to be used. This composite measure can be constructed such that the calculated “factor score” maximizes some parameter of interest.
such as the heritability (Boomsma and Dolan 1998). Furthermore, a multivariate segregation analysis has been proposed for pedigree data (Blangero and Konigsberg 1991) and this may allow the construction of a composite measure that is particularly suitable for mapping the major gene affecting a trait. However, even in this second case where there may be more power to detect a particular QTL or locus, neither method is likely to give an optimal composite measure for other QTL or loci (Eaves et al. 1996).

A number of authors have considered extensions of the sib-pair regression methods to multivariate data (Amos et al. 1990; Allison et al. 1998; de Andrade and Olswo l d 2003; Huang and Jiang 2003; Mirea et al. 2003). Such methods offer advantages over the VC-based multivariate approaches in terms of computational ease but, in addition to their unsuitability for extended families, they have been shown to offer less power than VC-based approaches (for bivariate data see Amos et al. 2001).

Multivariate linkage analysis related to that described in MATERIALS AND METHODS has been described for sib-pair data (Eaves et al. 1996) and livestock and experimental cross data (Jiang and Zeng 1995; Knott and Haley 2000; Sorensen et al. 2003) and applied to developmental dyslexia data in sib pairs (Marlow et al. 2003). The method used by Marlow et al. (2003) fitted the polygenic effect as in Equation 3 but the covariance structure of the random effect for the QTL was constrained such that correlation between any two trait measures was equal to one. This means that there are only k parameters to estimate when there are k traits [compared with k(k + 1)/2 with an unstructured QTL covariance matrix]. While this is unlikely to be true for all but the most strongly related traits, this model may allow parameter estimation in cases in which there are limited amounts of data.

In this study we have extended the RR approach to allow QTL analysis of longitudinal data. The methods described appropriately take into account the ordering in trait values over time. Computer simulations have shown that the RR-based approach offers considerable increases in power compared with univariate and repeatability-based techniques. It should be possible to take advantage of this extra power by fitting first-degree random regressions to most realistic human/natural population data sets.
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