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A method based on Jorcskog's app.·oach t.() the analysis of covariance st.ruet.ures is applied to the 
genotype-e.nvironmellt analysis of the covariation of four aspects of impulsivoness in male and female 
monozygotic and dizygotic twins. Thc data are consistent with a simple model which a.c;suincs additive 
gene action, random mat.ing anel environmenta.l efTect-s within families. Further, it is shown that 
genotypic factor loadings can be rega.rded as conl'lt.a.nt mult.iples of corresponding environmentalloo.dings .. 
Trait·specific sex internctions aro dotected which suggest that some mechanism of sex·limitation could 
contribute to specific variation. 

1. Introduction 

Thc majority of multivariate bclmvioural studies scek a modcl for the phenotypic 
relationships between variables without reference tQ the possible undcrlying distinction 
between genetical and environment..'tl determinants of individual diffcrencc.~. In this paper 
we dcmonstratc how the analysis of covariance structure~ (Jol"cskog, 19i3.) can be exploited 
to combine in the same analysis a model for the psychological relationships .,,;th a causal 
genotJ1>e-environmental model. The approach, which is completely general, can be 
ilIustrat.ed effectively with reference to four aspects of impulsiveness which are consistent 
with a simple psychogenetical model. 

2. The data 

Eyscnck &, Eysenck (1977) have suggcstcd that jmpulsivencs.~ is capable of resolution intQ 
four correlated primary factors which have been termed 'impulsivencss in the narrow scnse' 
(Impn), 'non·plauning', 'risk taking' and 'liveliness'. Questionnaire mcasurements of these 
factors are shown to corrola.te differently with questionna.ire measw'cmcnts of psychoticislll, 
extraversion and neuroticism. 

Copies of an experimental quest.ionnaire were mailed to adult t.wins on the Institute of 
Psychiatry Twin Register (Kasriel &, Eaves, 19iG). Completed qucstionnaircs wcre 
reccived from 588 pairs of twins for whom the distributiou of zygosity and sex is 
summarized in Table 1. From .the 52 impulsiveness items in the questionnaire 40 were 

Table 1. Composition of twin sample employed 
in the analysis of impulsiveness 

Number of pairs 

Monozygot.ic (AIZ) Dizygotic (DZ) 

:\\Iale pairs (M) 14~ 52 
Femnle pairs (F) 233 83 
Unlike lleX pairs (OS) 75 
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selcct.cd which best l"('pr(,::;(,lllcd th(' fOllr component fact.ors of im}llllsi\·(,lIcss. Three 
iIlust.rative items from each Rcale arc given in Table 2. The llumbers of it~llls contributing 
to scores on each fact.ol· were: ImPn (12); risk-taking (10); non-plmming (J2); lin'liness (6). 
An a.ngular t·ransformation was applied to t.he raw SCOl-eS for each factor to secure 
additivity but the improvement w~\s not marked, probably 011 account of the r('/atively 
small number 01 items contributing to each of the component scales. 

Table 2. Illustrative item::; for four impulsiveness factol'S 

Items 

Factor: Impu18i~'clU!$s (llarrow sClIse) 

}\cyro r('f;ponsc 
(Yes/Xo) 

Do you often do things on the spur of the moment? Y 
Do you often get involved in thingR you later wish you could get out of? Y 
Do you usually think carefully before doing anything? N 

FacUJr: Risk 
·Would you prefer a job involving change, t.ravel and variet.y even 
t.hough it might be insecure? Y 
Would you enjoy parachute jumping? Y 
Would you enjoy fast driving! Y 

l'acUJr: Non.planlling 
Do you think an evening out is more successful if it is unplanned or 
arranged at the last moment 1 Y 
Would you make quite sure you had another job before giving up your 
old onel N 
When you go on 0. trip do you like to plan routes and timetables 
carefully 1 N 

FacUJr: Livelinus 
Do you usually mako up your mind quickly? Y 
Are you usually carefree? Y 
Are you slow and unhurried in tho way you move? N 

3. Data summary 

The mean squares and mean products between and within pairs were computed for the 
four variables for each of the four like-sex twin groups separately. For the male-female 
pairs the mean vector corresponding to the overall sex difference was also extracted 
from the intrapair variation. For each of the five twin groups the linear regression on 
age was partialled out of the variation and covariation between pairs. The age correct.ion 
thus excludes from the variation between pairs any general linear trend with age but 
does not extract any interaction between age differences and genetical or emTironmental 
differences. Eaves & Eysenck (1976) have shown that such interactions may be detected 
in principle if they have a systematic cOmponent, otherwise they will remain confounded 
with the main effects of genetical and environmental influences but ",ill not constit~te 
a major problem for the interpretation of individual differences. 

The corrected mcan squares and mean products are given in Table 3. The d.f. take 
account of t.he corrections made for age and sex. Recognizing the constraints imposed 
by the symmetry of t,he.tt>n matriCC's, the basic data summary comprises 100 st-atistics 
(ten matrices, each with ten free statistics). B~' considering the psychological theol"}" 
implicit in the choice of the variables and the causal theory implicit in the design of the 
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('xI)crimcnt wc hope to account for t·hese in t.erms of a model which will lead to a 
significant reduction of t.hc data. 

Table 3. Agc-corrected mean product matrices within and betwecn 
twin pairs for four impulsh·cncss sc.'1.lcst 

Between-pairs mean product ma.triccs \\-ithin-pairs moon product. matrices 

Twin UIPX RISK NONP LIVE IMPN RISK NONP LIVE 
type d.f. 1 2 3 4 d.f. 1 2 3 4 

MZF 231 1 0'12041 0·05049 0·03926 0·04673 233 1 0·05344 0·01945 0·01381 0-02299 
2 0'05049 0·12487 0·04456 0·03785 2 0·01945 0·05960 0-01312 0-01472 
3 0·03926 0·04456 0·06827 0·03286 3 0'01381 0·01312 0·03072 0-01545 
4 0·04673 0·03785 ·0·03286 0·17454 4 0·02299 0·01472 0·01545 0·09528 

~IZM 142 1 0·08964 0·03427 0·01683 0·02782 144 1 0·07445 0·03766 0-02829 0·02863 
2 0'03427 0·10136 0·02636 0·02756 2 0'03766 0·09791 0·02760 0·01528 
3 0·01683 0·02636 0·05672 0·01235 3 0·02829 0·02760 0·05021 0·02387 
4 0·02782 0·02756 0·01235 0·12959 4 0·02863 0·01528 0·02387 0-11747 

DZF 81 1 0-10729 0·04840 0·03176 0·03082 83 1 0·04787 0·01216 0·01178 0·02489 
2 0'04840 0·08159 0·02951 0·01655 2 0-01216 0·03764 0·00877 0·02283 
3 0·03176 0·02951 0·06455 0·02149 3 0·01178 0·00877 0·03307 0·00579 
4 0·03082 0·01655 0·02149 0·19970 4 0·02489 0·02283 0·00579 0·98473 

DZM 50 1 0·09077 0·04154 0·02206 0·01277 52 1 0·07478 0·01300 0·01298 0·00996 
2 0·04154 0·07101 0·02986 0·02515 2 0·01300 0·06791 0-0165l 0·00583 
3 0·02206 0·02986 0·04510 0·03040 3 0·01298 0·01651 0·02939 0·01024 
4 0·01277 0·02515 0·03040 0·13465 4 0-00996 0·00583 0-01024 0·08983 

DZOS 73 1 0·07418 0·02009 0·01796 0-01044 74 1 0·08180 0·03712 0·02634 0·02307 
2 0·02009 0·07473 0·02242 0·02658 2 0·03712 0·07394 0·01977 0·02212 
3 0·01796 0·02242 0·05869 0·01858 3 0·02634 0-01977 0·04465 0·00214 
4 0·01044 0·02658 0·01858 0·10020 4 0'02307 0·02212 0·00214 0·12258 

t Key to labels for primary factors: I~IPN = impulsiveness in the 'narrow sense'; NONP= non· 
planning; RISK = risk-taking; LIVE = liveliness. 

4. The model 

In a recent analysis of the causes of variation in impulsiveness and sociability, Eaves &, 

Eysenck (1975) showed that the pattem of individual differences found in male and 
female monozygotic (MZ) twins and in like-sex and unlike-sex male and fcmale 
dizygotic (DZ) twin pairs was consistent with a simple model which assumed that the 
variation and covariation of the two traits were due primarily to the additive effccts of 
many genes and the effects of environmental influences which were largely specific to 
individuals rather than common to families. Furthermore, the consistency over sexes 
of particular estimates and the ability of the model to encompass data on unlike-sex 
pairs without additional parameters implied that the causes of variation ill extraversion 
and its components did not depend substantially on sex_ We suppose that the phenotypic 
variation for the four traits may be related to a fairly simple model invoking a. single 
fa.ctor common to the four yariables (impulsiveness in the broad sense) and components 
specific toO each of the variables. Howe,er, by including h·ins in the design of our. study 
the opportunity arises to go beyond such a simple treatment of the structure of 
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phenotypic variation into a·n analysis of its causal basis. Thus, combining the simple 
causal model for impulsh'cness advanccd by Eaves & Eysenck (1975) with the simple 
factorial model proposcd by Eyscnck & Eysenck (1977), it is possible to discover whether 
the factorial unity of impulsiveness applies with equal force to the gcnetical and 
environmental determinants of the trait. 

The very simple modcl of Eaves & Eysenck ,vill be specified in whiclt it is implied 
that individual differenccs in impulsiveness arc consistent with an explanation in terms 
of additive gene action, random mating and environmental effects which are uniquo to 
individuals rather than shared with other members of the same family. A fuller discussion 
of the assumptions of such a model can be fowld in the references (liIartin & Eysenck, 1976; 
Eaves et al. 1977). Many of the available data on personality are consistent with such a 
model. 

For a single variable, we may write our expectation for the total phenotypic variance in 
terms of our simple modcl thus: 

a/" = IDR+E1• 

Dn has been defined by Mather & Jinks (1971), and reflects the additive contribution 
of genetical differenccs to variation. El represents the contribution of environmental 
differences specific to individuals (Le. the environmental variance within families). This, 
it is emphasized, is the sillll>lcst model for the joint action of genetical and environmental 
factors. The model can be complicated ill a variety of ways to inelude, for example, 
the contribution of non-additive gcnetical effects, assortative mating, common 
environment.'1.l effect.c;, genotypc..:cllvironmental interaction and 'genotype-environmental 
covariancc, but the unduc claboration of the model should be avoided until the simpler 
explanations have boon rigorously discounted. . 

In more general terms, for multiple variables under the same system of causation we 
lilay write for the phenotn>ie covariance matrix 

l:p = !(aa' +D2)+HH' +E2. 

Of course, we do not have the phenotypic covariance matrices. Instead ,ve have the 
matrices of mean products within and bet,,'een pairs for the different types of twins. 
The Contributions of the geneticalalld environmental factors to the different matrices 
differ and can be obtained from genetical theory. It is the fact that the contributions 
of the various causal fact.ors diffcr 'between matrices that enables us to attempt a 
resolution of genetical and 'environmontal components of phenotypic covariation. For 
twins we have the following expectations: 

l:BlIZ = aA' +D2+HH' +E2, 
l:w}IZ = HH' + E2, 
l:BDZ = i(aa' +D2)+HH' +E2, 
l:rvDZ = Haa' +D2)+HH' +E2. 

The subscript B denote.s a matrix of mean products between pairs, TV denotes a matrix of 
u;ilhin-pair mean products. 

These are a siml,le extension of the expectations for the mean squa.res for a single 
variable given elsewhere (e.g. Eaves & Eysenck, 1977). We have made no distinction 
between male and female twins, Ol' between like-sex and unlike-sex dizygotic twins in 
writing the initial expcctations sincc our null hnlOthesis embodies the assumption that 
the genetical and environlllental components of ,'ariation do not depend 011 sex. 

For the present case t1icre arc four \'ariablcs, and our factor model anticipates that 
there will be only one cOlllmon factor. The vectors A and H ,,;U, therefore, be four-
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clement column vcctors of genetical and ellvironlllentalloadings. and D2 and E2 will be 
4 x 4 diagonal matrices eontainrng the corresponding specific variances. This suggests 
that our first model might attempt to explain the 100 raw statistics by reference to 16 
parameters. A further simplification is proposcd, however, which amounts to specifying 
the a..c;sumption that the common factor structure for the genetical and environmental 
co variation is identical such that a disturbance in the common factor has the same 
relatiye effects on all the variablcs, whether the origin of the disturbance be genotypic 
or environmental. Initially. therefore. t.he factor loadings are constrained so that the 
genetical loadings (~) are all a simple scalar function of the environmental loadings (H) 
thus: 

~=bH. 

The scalar, b, bears a simple relationship to the heritc'l.bility of the common factor, given that 
both the factorial and the causal aSJleets of our model are appropriate. The model, 
therefore, has 13 parameters in all: fOl1r factor loadings; one scalar; four genetical 
specifics and four enviro'nmental specific.'S. In principle, further reductions might be 
possible by imposing constraints on the relative values of specifie components, but this 
docs not seem appropriate in the absence of any theoretical juStification. 

Although we have, by the nature of the particular problem, considered only the 
simplest cxperimental dt}sign and specified only the most basic genotype-cnvironmental 
factor model, the approach is general in that virtually any model which can be ",.itten 
for a single variable can be cast in a form applicable to multiple v~rinbles, so that 
hypothescs can be tested and parameters estimated if an adequate experimental design 
is ensured. 

5. Testing the model 

In several papers Joreskog (e.g. 1973) has developed and applied the conccptual, 
statistical and numerical methodology for problems very similar to ours. We have used 
an approach very similar to his, adapting it somewh~t to the needs of our particular 
class of problem. The approach is described fully by Martin & Eaves (1977). Generally, 
our data will consist of k matrices of mean products. We may write Si for the ith 
matrix, having ~ d.f. Given some model for the Si we ma.y compute the expected values 1:;, 
being positive definite, for particular values of the parameters of the model. When the 
observations are multivariate normal we may write the log likelihood of obtaining the 
k observed independent Si as: 

i-k 
log L = - i 2:; ~[log l1:d + tr (S, 1:,-1)] 

i-I 

(omitting the constant term). 
For a given model ,,-e require the parameter c.'Stimates which maximize log L. Given 

ma.ximum-likelihood estimates of our parameters we may test the hypothesis that a less 
restricting model (Le. one involving more parameters) does not significantly improve the 
fit by computing 

(1) 

where L1 is the log-likelihood obtained wlder the restricted hypothesis (HI) and Lo is the 
log-likelihood obtained wlCler the less demanding hypothesis (Ho). The lIo we shall adopt 
in practice is that which assUll~es that as many parameters are required to explain the 

13 
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data as there are independent mean squares and mean products in thc first place, i.c. 
t, = S. for every i. In this caso wc have simply: 

'-k 
Lo = -l L~rlogiSil+p]· 

i-I 

When we have k matrices the X2 has llcp{p+ 1)-m d.f. where m denot.es the number of 
parameters estimated under III and p is the number of variables. 

6. Numerical method 

The likelihood is maximized by attempting to minimize -log L for a given model. 
There are many numerical methods for doing this. A variety of these methods has been 
implemented by the Numcrical Algorithms Group (1974) and we cmployed the most 
flcxiblo of their FORTRAN routines, E04HAF, for constrained minimization. The 
routine has the advantage of allowing the user certain flexibility in the choice of method. 
In particular, minimization can he based on evaluation of the funct.ioll values alone 
(in this case the values of -log L and any funct.ions used in specifying constraints on 
parameter values), or minimization can be assisted by computation of first deriva.t.ives 
or of first and second derivatives of the function. Furthermore, differentiation can proceed 
numerically or can be programmed precisely by the user. For our problem the Powell 64 
method was used which relies only on the evaluation of the functions themseh'es, since 
coding the first derivative.'3 was tedious and their approximate numerical evaluation 
consumed excessive computer time. A constrained minimization routine was used because of 
the need to ensure t.he ti are all positive definite. :For our simple example these 
constraints should be automatically satisfied, providing we estimate D and E rat-hel" "than 
D2 and E2. The problem thus reduces to an unconstrained problem in our case. However, 
in problems which are factorially more complex, further constraints may be required to 
ensure that the correlation matrix of the factor loadings is positive definite. This may 
be done numerically in several ways, e.g. by constraining the eigenvalues or the leading 
minor determinants to be positive. The E04HAF routine uses a penalty fWlction 
teclmique due to Lootsma (1972) for constraining the estimates in the required region. 

In order that the estimates of a satisfactory model might be interprcted more 
rigorously, their covariance matrix is required. This is the inverse of the matrix of the 
second derivatives of the log-likelihood with respect to the maximum-likelihood parameter 
estimates. Joreskog (1973) has given second derivatives of the log-likelihood for related 
problems involving models for single covariance matrices. We followcd his a}lproaeh, 
constructing first the matrix of second dcrivatives with respect to all the parameters, 
fixed and free, thcn striking out the rows and columns corresponding to fixed parameters, 
and finally combining the information 011 those parameters which are constrained to be 
equal. l\Iartin & Eaves (1977) describe the method for obtaining the covariances of the 
estimates in further detail. 

7. Results 

Estimat{)s obtained from fitting the simple model which assumed a single genetical factor 
with loading!? proportional to those of a single common environmental factor are giyen in 
Table 4. These loadings, it should be remembercd, are scaled to reproduce the covariance 
matrices. The log-likelill(~od on this hypothesis was 3867·10 for 13 parameters. If we 
were to estimate the parameters of a. lllodt'l illyoh·i.ng the maximum of 100 parameters 
(a perfect fit solution), we would obtail} a ,-alue of 3919·37 for the log-likelihood. 
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Equation (I) Hills yields Xio72 = ] 04·54. Although this value is barely signific."\nt 
(P = 0·097), the fit is rela.tively poor. St.anda.rd errors of the c,stimatcs a·re not cited at 
t.his stage because we are not sa.tisfied with this model. 

Table 4. Maximum-likelihood parameter estimates for model assllming 
identity of factor structure for genetical and environmenta.) covariation 

Genetical t Environmentsl 

Trait Loading Specific: Loading Specific! 

IMPN 0·162 0·181 0·142 0'18G 
RISK 0·161 0·202 0·141 0-150 
NONP 0-120 0·149 0·105· 0·135 
LIVE 0'12G 0·278 O-lIl 0·249 

t Genetical loadings are a constant multiplc (1'l387) of the eorrc!'ponding environmental 
loadings. The loadings are scalcd to reprodl\ce t.he phenotypic covariance matrix, 
not the correlation matrix. 
: Speeific standard deviations (not variances) are given to facilitate comparison with loadings. 

\Ve turn, therefore, to modifications of the basic explanation which could improve the 
fit of t·he model. There are several·possibiliti('s. \-Ve could seck addit.ional common 
factors. This would seem unwise with only four variables_ We could scck explanations 
which involve effects other than Dil and E I , such as more complex environmental effects 
or more subtle gcnetical effects. Such explanations would be le.ss parsimonious and would 
be inconsistent ,,;th what has alr.cady been found for the impulsiveness scale of the PEN 
(Eaves & Eysenck, 1975) .. One simple possibility would be to relax the constraint that 
the genetical factor loadings should be a constant multiple of the eilVironmentnlloadings. 
This would amount to saying that the phenotn1ic correlation between thc components 
of impulsiveness does not represent adequat.ely the joint action of genetical and 
environmental effects and that there is not just one underlying fact.or but two differcnt 
factors, one of which is substantially genetically determined, and thc other of which 
reflects the structure of environmental influences. On fitting such a model the log­
likclihood was 3870·40 giving XS,,2 = 97·94 (P = 0,1(2). Th~ three additional parameters 
lead to a reduction in chi-square of 6·60 for 3 d.f. (P = 0'086) suggesting a sl~ght but not 
very significant improvement in fit. 

The slight, but not very striking, evidence of some differences between genetical and 
environmental factor structure led us to revert to the previous model for the factor 
structure and we started to examine the specific variation. By a process of hmtative 
model-fitting to the data on scxc,') separately, but leaving out the unlike-sex pairs, we 
obtained an indication that, although the factor loadings seemed fairly consistcllt over 
sexes, the values obt.'tined for the specific varia.nces, especially the specific genetical 
variances, differed quite markedly between males and females. This suggested that the 
genetical determinants of trait-specific variation were differcnt in t.he two scxes. If this 
were the ca.se we would expect the common factors t.o contribute to the covariation of 
male-female pairs, but we would expect the specific genetical varianC<'s to take different 
values in males and females and t.o make no contribution to the coyariance of unlike·sex 
twins. Thus, a final model""as fitt.cd which differed from t.he initial model in only the 
following features. Specific genetical variances were fitted which dcpclldt'd on sex, with 
the further specification that these were genetically quite distinct in the two sexes. 
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This amounts to saying that the genetical component of the tmit-specific vRt"iation can 
be best approximated by a model which assumes quito dint-rent genes arc expressed in 
males from those expressed in femalc .. ~_ The model is thus thll.t described above except 
that we have slightly different ex})eetations fOl' the opposite-sex (OS) pail'S, as follows: 

:Enos = i~~1 +!(Dm2+Dl) +HH' +E2, 

:Ewos = !~~I +i(Dm2+D(2) +HH' +E2. 

DU1! and Dl denote the specific lIddit.in .. genetical variances for males and females 
respectively. In the expectation for like-sex pa.irs (above) we merely substitute Dm2 for 
D2 in the males and D(2 for D2 in the expeetation for female twins. 

The model no'v ha.~ four faetor loadings, with one constant relating genetical and 
environmental factOl'S, four sIlccific environmental coOlI)Ollents and eight specific 
genetical components (four for each sex), making 17 parameters in all. The log­
likelihood was now 38i5·12, giving an overall XS32 = 88-50 (P = 0-319) indicating a good 
fit and a marked improvement (X4 2 = 16,04, P = 0-003) on the original model which 
assumed consistency over sexes of the specific genetical variation. 

The estimates of the parameters of this, our final, model are given in Table 5_ Because 
we have' every reason to be satisfied with the fit of our model ,ve have computed the 
standard errors of the estimates as a guide to their significance. These were obtained 
inverting the matrix of sccond derivatives of the log-likelihood with respect to the 
maximum-likelihood estimates of the parameters. Martin & Eaves (1977) describe how 
the covariance matrix of the estimates is obtained in such cas~, 

Table 5. Maximum-likelihood estimates for parameters of the final model 
allowing for the apparent effects of sex-limitation on specific genetical variation 

Factor loadings 

Trait Genetical Environmental 

Il\1PN 0-161 0-142 
(0-012)f (0-010) 

RISK 0·158 0-140 
(0-012) (0-010) 

NONP 0-118 0-105 
(0-009) (0-008) 

LIVE 0-127 0-ll3 
(0-013) (O-Oll) 

Specific standard deviations 

Genetical 

Female 

0-188 
(0-021) 
0-189 

(0-022) 
0·143 

(0-017) 
0-245 

(0-027) 

Malo 

0-180 
(0-030) 
0-000 

(28-658) 
0·123 

(0-025) 
0-284 

(0,037) 

Environmental 

0-181 
(0-009) 
0-200 

(0-009) 
0·149 

(0-007) 
0-274 

(0-011) 

t Estimated standa.rd errors given in pa.rentheses_ 

We can see that the estimate of t!'te genetical specific variance for the risk-taking 
factor is zero for males_ This accounts for the very large standard error of the estimate 
and suggests either that there is truly no specific genetical variance for this aspect of 
impulsivity in males or that in this one instance an alternative explanation of individual 
differencc.q is warranted. However, since the overall fit of the multivariate genotype­
en~ironmenta.l model is.-good we would be loath to explain Mvay such a specific anomaly 
which could hM"e arisen by chance. Had we wished we could have repeated the estimat-ion 
procedure having set this particular parameter to zero from the start (see l\Iartin & 
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Eaves, Inn), but this is unlilwly to lead to n.ny substantive change t.o om conclusions 
ill this example. 

8. Discussion 

We have shown that the data are consistent with the view that the covariance structure 
of impulsiveness is due to a single underlying factor which is affected jointly by 
genetical and environmental effects. By showing that the genetical and environmental 
loadings are proportional to one another we have, in effect, showed that the ratio of 
variation due t.o common genetical factors to that due to the common environmental 
factor is consistent over all variables. Thus, there is a common factor, which we may 
call impulsiveness in the broad sense, whose heritability is a simple function of the ratio, 
b, of the genetical and environmental loadings, given that the model fits. The fact that b 
differs significantly from zero (b = 1· I 29(.1 ± 0'1601) indic.'l,tes that the genet-icalloadings 
are jointly significa.nt and justifies our attempts to estimate the proportion of the common 
factor variance which is due to genetic fact-ors. 

If we write 0 for anyone of the four genetical factor loadings, and 7] for the 
(',orresponding environmental loading we have 0 = b7] or 02 = b 2 7]2. Since the data give 
us no reason to doubt the adequacy of our simple genotype-environmental model we may 
estimate the 'heritability' of the common factor from 

h2 = i02/(io2 + 7]2), 

which is 

h2 = Ib2/(1 + 1b2 ). 

Substituting for b gives the estimate of the proportion of the common factor variance 
which is genetically determined as 0·3895. This value does not require any correction for 
unreliability since we presume that sampling error will contribute only to the specific 
components of variation in the four measurements. 

Similarly, ,ve may use our parameter estimates to assess the relative contribution of 
genetical and environmental differences t.o the specific variation of the four measurements. 
By fitting various models, we have cst.ablished that the sexes differ in the gcnetiqal 
mechanism responsible for specific variation, so we are compelled to give separate 
estimates of the 'specific heritabilities' for each sex. 

Writing d,2 for a typical genetical specific and el for the corresponding environmental 
specific we have 

h,2 = idi2/C!d j 2 +el). 

These estimates are in Table 6. In fact, with the exception of the risk factor for which males 
show no specific genetical variation in contrast to the females who show significant 
genetical specific yariation, the values are fairly consistent over sexes. If our only 
concern were to simplify the numbers we could now try fitting to both sexes the same 
numerical values to certain of the specific variances. However, we have not donc so 
because our model.fitting has suggested a quite distinct causal basis for the specific 
variation in two sexes. Any attempt to constrain the specifies to be equal over sexes 
would, therefore, be unduly arbitrary. 

We notice that the values for the heritability are comparablc in magnitudc for that 
obtained for the common factor. Ho,,-ever, we should reme.mller t.hat- errors of 
measurement, whilst they should not contribute to emTironmelltal variation in the 
common factor (given independent errors). would be expected to conh-ibute to the 
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specific cllvirolllllcllt.al variat.ion_ It is clearly desirable t.o obtain SOIllC estimate of the 
measurement error, in ordcr to a..c;sess the relative cont.ributions of um-cliahility and 'real' 
environmental effect.s to the environmental val"iation within families_ This can be 
approximated since t.he analysis is based on scores which have been subjected to the 
a~gular transformation for which a thcoretical crror variance is available_ For a scale 

Table 6_ Proportion of variation specific to four impulsiveness scales 
attributable to genetical factors 

Trait Females Males 

UIPN 0-350 0-380 
RISK 0-329 0-000 
NONP 0-332 0-332 
LIVE 0-144 0-140 

consisting of n items of equal difficulty and givcn local independence t.he theoretical crror 
variance takes the value 1/4n_ If the items of a scale nt-e not all equally difficult then tillS 
estimate of error will be larger than the true value_ 

Table 7 shows estimates of the specific environmental variation for each trait with the 
appropriate theoretical errors for scales of the corresponding l,eugth_ The difference 
between the two sets of estimates is an estimate of the 'tl'ue' specific environment.al 
variation which is due to factors othcr than errors of measurement_ In every case, 
rathcr more than half of the measurabl~ specific environmental va.riation wit.hill families 
seems to be attributable to errors of measurement_ Indecd, in the case of the non­
planning factor, we conclude that virtua.lIy all the detectable specific environmental 
variation is due to sampling error in the scores_ 

Table 7. Analysis of the contribution of measurement error to 
specific variation . 

Estimated contribution to specific 
environmental variance 

'True' specific 
No_of 'Error' environmental Proportion 

Trait items variancet variance due to 'error' 

Il\IPN 12 0-021 0-012 0-03 
RISK 10 0-025 o-ou; 0-63 
NONP 12 0-021 0-001 ,0-95 
LIVE 6 0-042 0-033 0-56 

t The error variance is estimated as 1/4n (see text)_ 
: cr. uncorrected· values in Table 6_ 

'Heritability' of 
specific variance 
corrected 'for 
measurement 
error: 

Females Males 

0-60 0-57 
0-64 0-00 
0-91 0-88 
0-48 0-65 

Finally, Table 8 gives a. summary of the contributions 'of the different sources of 
variation to the four measuremcnts in each sex_ The values ,vera obtained from the 
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('~tilllat('~ in Tahle 5_ For each ~('x, t.he phenotypic nU'iaucc for each trait ",ns calculated 
by sulJstituting thc appropriate parametcr estimates in 

Up 2 = !(cS2+d2)+7J2+e2_ 

The parameters cS, d, 7J a.nd e take t.he valu('s appropriate for the part.ieular sex and 
variable in question. Th('n thc cont.ribut.ion from ('ach source is exprcss(·d as a pI'oportion 
of the total for that varialJlc and sex_ 

Table 8. Summary of the relative eont·ributions of common and specific genetiC<1.1 and 
environmental effects to the tote1.1 varia.tion in each of the components of impulsiveness 

Proportion ~uo. to genet.ical !'I'oportion OUO to 
effects en,.-ironmental effects -

Sex: Trait Common Specific Total Common Spccifict Total 

Female DIPX 0-155 0-211 0-366 0-:241 0-392 0-6:l3 
RISK 0·139 0-218 0-357 0-199 0-44-1 0-643 
NONP 0-138 0-219 0-357 0-!!03 0-440 0-643 
LIVE 0-064 0-101 0-165 0-238 0·596 0-835 

Malo DIPN 0-158 0-245 0--104 0-197 0-399 0-596 
RISK 0-173 0-000 0-173 0-2;2 0-554 - 0-827 
NON!' 0-146 0-231 0-377 0-158 0·465 0-623 
LIVE 0-059 0-094 0-153 0-296 0'551 0-847 

t Erl'or "ariation has not been dcduct.cd from the contribut.ion of spcci~c 
environmental factors_ 

Many other summary statistics could be derived from the estimates in TalJle S, 
including traditional hcritability estimates for the individual variablc.<;. Adding togethcr 
the contributions from the genetical and environmental common factor yields the 
familiar communality c.c;timate for each variable_ Adding the genetical contributions due 
to common and specific variance for each variable in turn, we have the usual heritability 
estimate applicable to each variable as it would be derived in any equivalcnt univariate 
analysis of the individual scales. 

9. Conclusion 

The specific application presented here should not be allowed to obscurc the generality 
of our approach. Given adequate family groupings and sufficiently st.rong psyehologiCc1.1 
expectations it is possible to formulate and test a psychogenetical model for indh-idual 
differences which embodies both the causal and psychological components of any theory of 
individual differences. Although we haye been content to fit a single common factor, 
because this was inherent in our choice of measurements, the approach can be extended 
to the estimation of additional correlated or uncorrelated factors as long as appropriate 
constraints are specified or fixed values are assigned for certain of the factor loadings 
(Joreskog, 1973). In the pr~cnt case, we have shown that the multivariate strueturc of -
impulsin.>ucss is consistent· ,rith a causal explanation which assumes addit.h·ity of gene 
action and the absence of environmental differences betwe<.'ll families. Further, the 
specific variation appears to reflect a different causal basis in the two sexes. From the 
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J1~ychologic<'l1 viewpoint we suggest. thnt t.he genct.ical and cnvironm(:'I1tal eo variation in 
t.hc different me3.')l1l"<'s of impulsiven('.8s can be rega.rded 3.') mediated by the same stmctu)"e 
which is jointly influenecd by genetical and environmentn.I factors. 

As well as yielding t·he maximum-likelihood estimates of the factor loadings and the 
specific standard errors, with all their consequent desirable properties, the approach enables 
us to test the adequacy of the fitted model and provides us with estimates of the standard 
errors of the parameter values, so that the margin of error attached to individual estimates 
ca.n be assessed. 

Even within the scope of our simple example we have seen some of t.he flexibility of the 
method because we have been able to decide between a. model which allows for sex­
limitation of the expression of the gene loci responsible for specific variation and one 
which assumes tha.t the same specific gene effects operate in both sexes. 'Vc have been 
able to show that the genetical loadings can be regarded as constant multiples of the 
clI\rironmentalloadings, and that the contribution of the common factors to t·rait 
eovariation is consistent ovcr sexes. If our simple model had failed we could havc 
attempted to explain the failure in terms of non-additive gene action, or enyironmcntal 
differences between families, or assortative mating. Providing the investigator possesses 
t.he ingenuity to write the appropriate model and collect the right data, the possibilities 
for the causal analysis of trait eovariation in quantita.tive genetical terms seem extensive. 
With data on relatives other than twins it would be possible to study still greafer 
subtleties of the mechanism underlying the multivariate structure of individual differences. 
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