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Genomic inflation factors under polygenic inheritance

Jian Yang*,1, Michael N Weedon2, Shaun Purcell3,4, Guillaume Lettre5, Karol Estrada6, Cristen J Willer7,
Albert V Smith8, Erik Ingelsson9, Jeffrey R O’Connell10, Massimo Mangino11, Reedik Mägi12,
Pamela A Madden13, Andrew C Heath13, Dale R Nyholt1, Nicholas G Martin1, Grant W Montgomery1,
Timothy M Frayling2, Joel N Hirschhorn3,14,15, Mark I McCarthy12,16, Michael E Goddard17,
Peter M Visscher1 and the GIANT Consortium

Population structure, including population stratification and cryptic relatedness, can cause spurious associations in genome-wide

association studies (GWAS). Usually, the scaled median or mean test statistic for association calculated from multiple single-

nucleotide-polymorphisms across the genome is used to assess such effects, and ‘genomic control’ can be applied subsequently to

adjust test statistics at individual loci by a genomic inflation factor. Published GWAS have clearly shown that there are many loci

underlying genetic variation for a wide range of complex diseases and traits, implying that a substantial proportion of the genome

should show inflation of the test statistic. Here, we show by theory, simulation and analysis of data that in the absence of population

structure and other technical artefacts, but in the presence of polygenic inheritance, substantial genomic inflation is expected. Its

magnitude depends on sample size, heritability, linkage disequilibrium structure and the number of causal variants. Our predictions

are consistent with empirical observations on height in independent samples of B4000 and B133 000 individuals.
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INTRODUCTION

Genome-wide association studies (GWAS) have led to the discovery of
hundreds of genetic variants that are associated with complex diseases
and traits.1 In total, however, the identified variants explain only a
fraction of total risk or phenotypic variance, resulting in the so-called
‘missing heritability’.2,3 One explanation is that most complex diseases
and traits are caused by a large number of variants, the effects of which
are too small to pass a stringent genome-wide significance level.3

Therefore, large sample sizes are required and many collaborations
have been established to achieve this, resulting in published meta-
analyses for a range of diseases and traits.4–8

One standard quality-control measure for GWAS and meta-analysis
is genomic control (GC).9–11 The concept behind this method is that
apart from a small number of SNPs that show a true association with
the trait or disease, the test statistics for other SNPs should follow the
distribution under the null hypothesis of no association between a
SNP and the trait. However, artificial differences in allele frequencies
due to population stratification, cryptic relatedness and genotyping
errors will affect all SNPs and so the test statistics will be inflated
across the whole genome.12–14 For instance, the mean and median
w2 value over all SNPs will be inflated by these artificial differences
above their expectations under the null hypothesis of 1.0 and 0.455.

This inflation can be detected and corrected for when testing for alleles
that are associated with disease. The genomic control method was first
proposed before GWAS, when it was hypothesised that the genetic
architecture of complex traits was likely to consist of a small number
of causal variants (in, eg, candidate genes) comprising a small
proportion of the genome, and that a small number of non-associated
null SNPs could be chosen to reflect most of the genome that was not
associated with the trait. Before large-scale GWAS being conducted,
this method was examined in the studies with hundreds of stratified
individuals13,15 and soon became a standard approach to quantify and
adjust for population structure. In the first wave of GWAS, the
genomic inflation factors observed in GWAS with thousands of
individuals were usually o1.1, which were usually interpreted to be
due to subtle population structure.16 Much larger inflation factors
have been observed in GWAS with large sample size especially when
pooling a number of GWAS into a meta-analysis.4,5 For example, the
GIANT meta-analysis of height observed a genomic inflation factor of
1.42 even after GC-correction in each of the participating studies.5

The logic of GC relies on the fact that only a small fraction of the
SNPs show a true association with the disease. However, pub-
lished results from GWAS clearly indicate that there are many causal
variants for a particular disease or trait. We therefore addressed the
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question of what genomic inflation would be expected under poly-
genic inheritance. We used analytical derivations and simulation
studies to quantify the expected mean (lmean) and median (lmedian)
of a w2-statistic for association from a GWAS under polygenic
inheritance, in the absence of population structure and genotyping
errors. We show that the predicted genomic inflation factors are
consistent with those observed in practice.

METHODS

Prediction of genomic inflation factors in quantitative trait and
case–control association studies
In association analysis of a quantitative trait (QT), the non-centrality parameter

(NCP) of w2-statistic for a causal variant is

NCPQT
C ¼

Nq2

1� q2
ð1Þ

where N is the sample size and q2 is the proportion of phenotypic variance

explained by a causal variant. Therefore, the NCP for a SNP that is in linkage

disequilibrium (LD) with the causal variant is17,18

NCPQT
S ¼

Nq2r2

1� q2r2
ð2Þ

where r is the correlation coefficient between the SNP and the causal variant

due to LD.

Under the assumption that the causal variants have not been genotyped on

the current commercial SNP arrays, the mean of w2-statistics (lmean) in GWAS is

lQT
mean ¼ 1+

1

n

Xm

j

Xsj

k

Nq2
j r2

jk

1� q2
j r2

jk

ð3Þ

where m is the number of causal variants, sj is the number of SNPs in LD with

the j-th causal variant, n is the total number of SNPs, q
j
2 is the variance

explained by the j-th causal variant and r
jk
2 is the LD r2 between the j-th causal

variant and the k-th of the SNPs that are in LD with it.

Let s0 be the number of SNPs that are completely in linkage equilibrium with

the causal variants so that their test statistics are distributed as w
1
2. In the

absence of population structure or technical artefacts, the w2-statistics of all the

SNPs will be a mixture of s0 null SNPs and n�s0 non-null SNPs (distributed as

non-central w2) with a cumulative probability function of

QðxÞ ¼ s0

n
Fðx; 1; 0Þ+ 1
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F x; 1;
Nq2r2
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where F(x, 1, y) is the cumulative probability of non-central w2-distribution

with NCP of y.

The median of w2-statistics (lmedian) is defined as x¼c so that Q(c)¼0.5. The

genomic inflation factor with respect to the median of w2-statistics is

lQT
median¼c/median(w2

1)

For a case–control (CC) association study, we assume an underlying

threshold-liability model of disease and a multiplicative model of genotype

relative risk (GRR). If GRR is small, the variance explained on an underlying

liability scale for a genetic variant is19

q2 � 2pð1� pÞ ðGRR� 1Þ2=i2 ð5Þ
where p is the allele frequency of the variant, and i¼z/K with K being the

disease prevalence and z being the height of the standard normal curve at the

truncating point pertaining to a probability of K.

Therefore, in a CC association study, the NCP for a causal variant is20

NCPCC
C � i2vð1� vÞNq2

ð1� KÞ2
ð6Þ

where v is the proportion of cases in the sample. Therefore, the NCP of a SNP

in LD with the causal variant in a case–control study is

NCPCC
S � i2vð1� vÞNq2r2

ð1� KÞ2
ð7Þ

The mean of w2-statistics from a genome-wide CC association study is

lCC
mean ¼ 1+

1

n

Xm

j
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i2vð1� vÞNq2
j r2
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ð1� KÞ2
ð8Þ
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Figure 1 Genomic inflation factor observed in simulation versus that predicted by theory. Data are simulated based on real genotypes of 3925 individuals and

294831 SNPs with different numbers of causal variants (m¼1, 10, 50, 100, 500 and 1000) and heritabilities (h2¼0.2, 0.4 and 0.8). Each column represents

the average of lmean (a and c) or lmedian (b and d) observed from 100 simulations. Error bars are SD. Each marked line represents the predicted lmean or lmedian

averaged over 100 prediction replicates given m and h2. For case–control studies (c and d), h2 refers to heritability of liability on the underlying scale.
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Analogous to that in the QT association study, the cumulative probability

function of w2-statistics in a case–control study is

PðxÞ ¼ s0

n
Fðx; 1; 0Þ+ 1

n

Xm

j

Xsj

k

F x; 1;
i2vð1� vÞNq2

j r2
jk

ð1� KÞ2

 !
ð9Þ

and lCC
median¼ c/median(w2

1) when P(c)¼0.5.

Assume that the causal variants have a property that is similar to

random SNPs in terms of allele frequency spectrum and LD structure.

We randomly sampled m SNPs across the genome to mimic m causal variants.

For each ‘causal variant’, we searched SNPs for LD within a d Mb region in

either direction. Let y denote the genotype code for the causal variant and x for

a SNP nearby. We tested for LD between the SNP and causal variant by simple

regression, y¼b0+b1x+e. We accepted a SNP in LD with the causal variant if the

regression P-value o0.05. Obviously, there is a multiple-test problem, but it is

unnecessary to correct for it because any SNP in significant LD with the causal

variant will be inflated in single-SNP-based association tests.

For a QT, given the heritability (h2) and sample size, we sampled q2 for

m causal variants from an exponential distribution with mean of m/h2 and

weighted each q2 by h2/Sq2 to constrain the sum of weighted q2 to be h2.

Further, we predicted lmean
QT and lmedian

QT by equations (3) and (4). For a CC

study, given disease prevalence, h2 (heritability of liability on the underlying

scale), sample size and number of cases, we predicted lmean
CC and lmean

CC by

equations (8) and (9). When m becomes large, it is very likely that some SNPs

will be in LD with multiple causal variants. In that case, we calculated s0 as the

number of SNPs that were not in LD with the causal variants rather than by

using the equation n�
Pm

j

sj because otherwise we will underestimate s0

and violate the definitions of equations (4) and (9), that is, Q(x-N) and

P(x-N) would be 41. We then calculated the variance explained by a SNP in

LD with s causal variants by
Ps

j

rj

 !2Ps

j

q2
j =s where we summed r rather than

r2 because the effects of two causal variants could be either in the same

direction or opposite direction. We repeated the procedure 100 times and

calculated the mean and SD of the predicted lmean and lmedian.

In the sections above, we showed how the genomic inflation factors can be

predicted on the basis of the LD structure estimated from random SNPs and

the heritability. When m is large (ie, q2 is small), equations (3) and (8) are

approximately equal to

lQT
mean � 1+

Nh2r2s

n
ð10Þ

lCC
mean � 1+

Nh2r2si2vð1� vÞ
nð1� KÞ2

ð11Þ

where s̄ is the average number of SNPs that are in LD with the causal variants

(mimicked by a set of random SNPs) with average r2 of r2. Since s̄ and r2 are

correlated, in practice, we use r2s instead of r2s .

Samples and genotyping
We selected 3925 unrelated individuals (3248 adults and 677 16-year olds) from

several GWAS conducted at the Queensland Institute of Medical Research
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Figure 2 Genomic inflation factor for pruned (or selected) SNPs in simulation study. GWAS for quantitative trait is simulated based on real genotypes of

3925 individuals and 294 831 SNPs with heritability of 0.8 and with different numbers of causal variants (10, 50, 100, 500 and 1000). Each column

represents an average of lmean (b, d and f) or lmedian (a, c and e) observed from 100 simulations. Error bars are SD. In (a and b), SNPs are pruned for LD

using PLINK22 with threshold r2 value of 0.1, 0.3, 0.5 and 0.7. In (c and d), SNPs are pruned based on physical distance so that any pair of SNPs are at

least 1 Mb away from each other. In (e and f), 10, 30, 50 and 70% SNPs are randomly sampled from all of the SNPs.
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(QIMR).21 All the samples had measured or self-reported height and were

genotyped on the Illumina 370K or 610K SNP arrays (Illumina Inc., San Diego,

CA, USA). All the samples were collected with informed consent and appro-

priate ethical approval. A total of 294 831 autosomal SNPs were retained for

analysis after stringent quality control. Principal component analysis of ancestry

showed that all of these 3925 individuals are of European descent (see ref. 21 for

details of the data and quality control procedures). The phenotypes were

corrected for age and sex, and standardised to z-scores in the adult and

adolescent cohorts separately.

Simulation schemes
We performed simulation studies based on the observed genotype data of 3925

individuals and B295K SNPs. We randomly sampled m SNPs as causal variants

and generated the effect of each causal variant (b) from a standard normal

distribution. We calculated the genetic value of each individual by g¼
Pm

j

xjbj,

where x is coded as 0, 1 or 2 for genotype qq, Qq or QQ (allele is arbitrarily

called Q or q), respectively. We generated residual effects (e) from N (0, var(g)

(1�h2)/h2) and calculated the simulated phenotype by y¼g+e.

For CC studies, we generated the disease liability in the same way as above.

We ranked the individuals by liability and assigned the top 1000 individuals as

cases and the remaining individuals as controls.

We used different settings of heritability (h2¼0.2, 0.4 and 0.8) and number

of causal variants (m¼1, 10, 50, 100, 500 and 1000). For each setting, we

repeated the simulation 100 times, randomising the positions of causal variants

in each simulation replicate. We performed association analyses of the

simulated data in PLINK22 and calculated mean and median of w2-statistics

with exclusion of the causal variants.

RESULTS

Under the assumption of polygenic inheritance of a quantitative trait
and disease liability, we derived analytical equations to predict the
genomic inflation factor in GWAS for QT and CC study. We show that
in the absence of population structure, the genomic inflation factor,
either lmean or lmedian, is not expected to be unity, but is a function of
sample size, LD structure, number of causal variants (m) and herit-
ability (h2) for both QT and CC association studies. For the CC study,
it depends further on disease prevalence and the proportion of cases in

the sample. When m410, lmean is independent of the number of
causal variants and depends only on the heritability, LD structure in
the genome and the experimental sample size.

We demonstrate our method using a data set of 3925 unrelated
individuals and 294 831 SNPs selected from several GWAS at the
QIMR.21 We validated the analytical equations by simulations based
on the actual genotype data. Results show that both lmean and lmedian

increase with h2 (Figure 1), decrease when pruning SNPs for LD, but
do not change when selecting SNPs at random or based on physical
distance (Figure 2). Conditional on h2, lmean is approximately con-
stant, but lmedian increases with m, as predicted by theory. The reason
is that when m increases, more SNPs (in LD with the causal variants)
will depart from the null distribution (w1

2) so that the median of
w2-statistics will deviate more from the expected median of (w1

2),
whereas the effect of each locus decreases as constrained by the
heritability, so that the mean test statistic remains the same. Given
h2 and m, we predicted lmean and lmedian by theory, but conditional
on the observed LD structure. The LD structure is important because
there are many SNPs in LD with each causal variant and so many
SNPs have an inflated w2 and this increases the mean and to a less
extent the median. We used the LD between SNPs as a proxy for the
LD between SNPs and causal variants. In general, the predicted lmean

and lmedian agree well with those observed from simulations (Figure 1).
For a particular data set, when m is large (eg, m410), lmean depends
only on trait heritability.

We performed standard GWAS of height using the QIMR data set
and observed lmean¼1.035 and lmedian¼1.029 (Figure 3). We have

λmean = 1.035
λmedian = 1.029
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Figure 3 Quantile–quantile plot of height association result for QIMR data
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shown previously that there is no evidence of population structure in
this data set (Supplementary Figures 2 and 3 and Supplementary
Tables 1 and 2 of ref. 21). We searched for SNPs in LD with 100 000
randomly selected loci and estimated an average of 188 SNPs that are
in LD with each locus, with an average r2 of 0.026 (Figure 4). We have
previously estimated in this data that 45% of phenotypic variation for
height can be explained by B295K common SNPs.21 Assuming that
the unobserved causal variants are similar to random SNPs with
respect to allele frequency and LD, we estimated h2¼0.54 (SE¼0.1)
after adjustment for imperfect LD between the causal variants and
SNPs.21 Given h2¼0.54, we predicted lmedian to be from 1.028 to 1.035
assuming that the number of causal variants for height ranges from
1000 to 4000 (Figure 5a), consistent with an observed lmedian of 1.029
and with height being highly polygenic.

We accessed the test statistics of the discovery set of GIANT meta-
analysis (MA) of height with B133 000 individuals and B2.8-M

genotyped and imputed SNPs.5 We excluded B636K SNPs with
effective sample sizes o126 000 and extracted B270K SNPs in
common with the QIMR data set. We observed lmean¼1.95 and
lmedian¼1.55. Assuming that the LD structure that underlies the
GIANT MA results is similar to that in the QIMR data and
h2¼0.54, we predicted lmedian for the GIANT MA to be from 1.32
to 1.59 with the assumption of 1000–4000 causal variants (Figure 5b).

DISCUSSION

We have shown by theory, simulation studies and analysis of multiple
data sets that a significant inflation of test statistics is to be expected
under polygenic inheritance even when there is no population struc-
ture. We have provided options in our software tool GCTA23 to
estimate LD structure and perform GWAS simulations, and provided
an R-script to implement the theoretical predictions as described above
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(http://gump.qimr.edu.au/gcta/gc). Of course, we are not denying that
there may be spurious associations because of population structure for
single SNPs,14,16 but are questioning whether lmean or lmedian is an
appropriate statistic to indict and adjust for population structure. In
the absence of population structure, lmean reflects the trait heritability
and lmedian further reflects the number of causal variants.

Standard GC theory predicts that the expected value of lmean and
lmedian are the same,9,10 because the distribution of the test statistic is a
scaled (w1

2). Under polygenic inheritance, however, lmean and lmedian

show explicitly different patterns with different sample size, herit-
ability and disease prevalence (Figure 6). Results from the GIANT MA
also show a much larger lmean than lmedian, as predicted from the
polygenic model. When removing SNPs within d Mb (d¼0.5, 1, y, or 5)
of the 318 top hits (180 hits at genome-wide false-positive rate of 0.05
and additional 138 hits at genome-wide false discovery rate of 0.05)
from B2.2-M SNPs in the GIANT MA, lmean decreases from 1.95 to
1.48 and lmedian decreases from 1.53 to 1.39, but they do not converge,
consistent with polygenic inheritance (Figure 7). Adjustment for GC
in large meta-analyses may therefore be too conservative and reduce
the power to detect significant SNP-trait associations.

In the presence of both population structure and polygenic inheri-
tance (which may be regarded as a general case in practice), we cannot
distinguish whether population structure or polygenic inheritance is
the major cause of the genomic inflation unless we are able to estimate
the proportion of phenotypic variance explained by all the SNPs and
that attributed to population structure. It may be possible to dis-
criminate polygenic inheritance from population structure by testing
for associations between markers on different chromosomes. Popula-
tion structure, including the presence of cryptic relationships among
individuals in the sample, implies a correlation between alleles on
different chromosomes. A genome-wide inflation of the test statistic
with little or without such correlation is a strong support for polygenic
variation.
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Figure 7 Genomic inflation factor for B2.2-M SNPs (with exclusion of

B636K with effective sample sizes o126000 from the total B2.8 M

SNPs) in GIANT meta-analysis for height with B133 000 samples. A total

of 318 top hits were identified by GIANT meta-analysis (genome-wide false
discovery rate of 0.05).5 Any SNP within d Mb distance (d¼0.5, 1, y, or

5, x-axis) of the top hits is removed and genomic inflation factor is

calculated using all of the remaining SNPs.

Genomic inflation in GWAS
J Yang et al

812

European Journal of Human Genetics

http://gump.qimr.edu.au/gcta/gc

	Genomic inflation factors under polygenic inheritance
	Introduction
	Methods
	Prediction of genomic inflation factors in quantitative trait and case-control association studies

	Figure 1 Genomic inflation factor observed in simulation versus that predicted by theory.
	Samples and genotyping

	Figure 2 Genomic inflation factor for pruned (or selected) SNPs in simulation study.
	Simulation schemes

	Results
	Figure 3 Quantile-quantile plot of height association result for QIMR data set (3925 unrelated individuals and 294thinsp831 SNPs).
	Figure 4 Histograms of (a) number of SNPs in significant LD with a ’causal variant’ and (b) average r2 between these SNPs and the ’causal variant’.
	Discussion
	Figure 5 Predicted median of chi2-statistics (lambdamedian) of height association study in (a) the QIMR data and (b) the GIANT meta-analysis.
	Figure 6 Predicted genomic inflation factor for quantitative trait (a and b) and case-control (c and d) association studies.
	Conflict of interest
	ACKNOWLEDGEMENTS
	Figure 7 Genomic inflation factor for sim2.2-M SNPs (with exclusion of sim636K with effective sample sizes lt126thinsp000 from the total sim2.8thinspM SNPs) in GIANT meta-analysis for height with sim133thinsp000 samples.




